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Abstract

Model checking is a verification paradigm for systems, where we are given a system and a specifi-
cation and we check whether every possible computation of the system satisfies the specification.

Often, systems over multiple processes exhibit some type of symmetry in their structure
or their behaviour. Symmetry is also commonly manifested in the specifications of multiple
process systems. When such symmetries are present in the system or the specification, they can
be exploited by the designer and the verification algorithm to alleviate some of the complexity
of model checking, as well as to gain insight into the behaviour of the system. For instance,
symmetric systems enable the designer to use only representative specifications where iteration
over the process identities was formerly needed. Thus, we want to decide whether a given system
or specification exhibits symmetry.

Symmetry is not a well-defined concept and might come in various forms, each capturing
a different characteristic behaviour. In this work, we focus on process symmetry, where every
process j has a corresponding input and output signal i; and o;, and the input and output
alphabets of the model are 2/ and 29 respectively. Process symmetry addresses the scenario
where the identities of the processes may be scrambled — that is, permuted. For example, if the
input {i1,i2} is generated, the system might actually receive an input {i7,i4}. Then, a system
exhibits process symmetry if, intuitively, its outputs are permuted in a similar way to the inputs.
Unfortunately, deterministic systems that are process symmetric are extremely naive, as process
symmetry is too restrictive for them.

In our setting, each of the system and the specification are modelled by a finite-state machine
called a transducer. In addition, words are partitioned into rounds, and a transducer 7T is k-
round symmetric if for every permutation 7 of the signals and for every input word x, we can
scramble the letters within each round in 7(x) to obtain 2/, such that the output of 7 on 2’ is
itself a scramble of the output of 7 on z. In other words, when 7 is round symmetric, there is a
way to scramble the permuted input, so that the resulting output is a scramble of the permuted
output (i.e. the “expected” output in process symmetry).

Round symmetry is semantic: it does not consider the structure, rather the behaviour of the

system. Round symmetry gives rise to the following decision problems:

* In fized round symmetry we are given a transducer 7 and k > 0, and we need to decide

whether 7T is k-round symmetric.

* In existential round symmetry we are given a transducer 7, and we need to decide whether

there exists k > 0 such that 7 is k-round symmetric.

Notice that round symmetry defines a property of a transducer. The way we approach the



decision problems is by first translating the definition of symmetry to a definition of a relation
between two transducers, called round simulation, then showing that round symmetry can be
reduced to round simulation, we solve it as such.

A transducer T2 k-round simulates transducer Ty if for every input word x, we can scramble
the letters within each round in z, such that the output of 75 on the scrambled word is itself a
scramble of the output of 71 on z. In fact, we consider a somewhat more elaborate setting, by
also allowing the inputs to 77 to be restricted to some regular language A.

The mapping between the input words for 77 and the scrambled input for 7s is called the
simulation mapping and is also studied in the continuation of this work.

Round symmetry and round simulation — the decision problems and their solutions, upper
and lower bounds and the simulation mapping — are the main contribution of this work. Addi-
tionally, several more notions of symmetry are presented and discussed, including variations of
round symmetry, and symmetry in the setting of infinite words.

We use tools and techniques from logic, algebra and automata theory.
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Chapter 1

Introduction

Reactive systems interact with their environment by receiving inputs, corresponding to the state
of the environment, and sending outputs, which describe actions of the system. Finite-state re-
active systems are often modeled by transducers — finite-state machines over alphabets ¥; and
Yo of inputs and outputs, respectively, which read an input letter in X7, and respond with an
output in Xp. Such transducers are amenable to automatic verification of certain properties
(e.g., LTL model-checking), and are therefore useful in practice. Nonetheless, modeling com-
plex systems may result in huge transducers, which makes verification procedures prohibitively
expensive, and makes understanding the constructed transducers difficult.

A common approach to gain a better understanding of a transducer (or more generally, any
system) is simulation [Mil71], whereby a transducer 7; is simulated by a “simpler” transducer
75 in such a way that model checking is easier on 73, and the correctness of the desired property
is preserved under the simulation. Usually, “simpler” means smaller, as in standard simula-
tion [Mil71] and fair simulation [HKR97], but one can also view e.g., linearization of concurrent
programs [HW87] as a form of simulation by a simpler machine.

In this work, we introduce and study new notions of simulation and of equivalence for
transducers, based on rounds: consider an input word x € X7 whose length is k - R for some
k, R > 0. We divide the word into R disjoint infixes of length k, each called a round of w. We
then say that two words z,2’ € 4 are k-round equivalent, denoted 2’ =<, =, if 2’ is obtained
from x by permuting the letters within each round of x. For example abcabc and cbaach are
3-round equivalent, since cba is a permutation of abc and so is acb. Example 3.1 presents a pair
of words that are 3-round equivalent but not 4-round equivalent. We now say that a transducer
Ti is k-round simulated by a transducer To, denoted T; <3, T2, if for every! input z € EI}R we can
find 2/ <, x such that the outputs of 77 on z and 73 on 2/, denoted y, 7y’ respectively, are also
round equivalent: y’ =< y. Intuitively, 7; < 72 means that every behaviour of 77 is captured
by 72, up to permutations within each round. When we have both 71 <; 72 and T2 <i 71, we
say that they are k-round equivalent and denote this by 71 =5 Ts.

The benefit of k-round simulation is twofold. First, it may serve as an alternative simulation
technique for reducing the state space while maintaining the correctness of certain properties.
Second, we argue that k-round simulation is in and of itself a design concern. Indeed, in certain

scenarios, as follows, we can naturally design a transducer 75 that performs a certain task in

LOur formal definition allows to also restrict the input to some regular language A C 3%, see Chapter 3.



an ideal, but not realistic, way, and we want to check that an existing design, namely 77, is
simulated by this ideal. In particular, this is useful when dealing with systems that naturally
work in rounds, such as schedulers (e.g., Round Robin, cf. Example 3.2), arbiters, and other
resource allocation systems.

We now demonstrate both benefits by an example.

» Example 1.1. Consider a monitor M for the fairness of a distributed system with 10 processes
P ={1,...,10}. At each timestep, M receives as input the ID of the process currently working.
The monitor then verifies that in each round of 10 steps, every process works exactly once. As
long as this holds, the monitor keeps outputting safe; otherwise, it outputs error.

M can be modeled by a transducer 7; that keeps track of the set of processes that have
worked in the current round. Thus, the transducer has at least 2'0 states, as it needs to keep
track of the subset of processes that have been seen.

It is not hard to see that 77 is 10-round simulated by an “ideal” transducer 75 which expects
to see the processes in the order 1,...,10. This transducer needs roughly 10 states, as it only
needs to know the index of the next process it expects to see.

Now, suppose we want to verify some correctness property which is invariant to permutations
of the processes within each round of length 10, such as “if there is no error, then Process 3

works at least once every 20 steps”. Then we can verify this against the much smaller 7.

The notion of k-round simulation arises naturally in the setting of process symmetry. There,
the input and output alphabets are ¥; = 27 and ¥ = 29 respectively, where I = {i1,... i}
and O = {o1,...,0n} represent signals corresponding to m processes. Process symmetry ad-
dresses the scenario where the identities of the processes may be scrambled. For example, if
the input {i1,i2} is generated, the system might actually receive an input {iz,i4}. A system
exhibits process symmetry if, intuitively, its outputs are permuted in a similar way to the inputs.
Unfortunately, deterministic systems that are process symmetric are extremely naive, as process
symmetry is too restrictive for them. While this can be overcome using probabilistic systems,
as studied in [Alm20], it is also desirable to find a definition that is suited for deterministic
systems. As we show in Chapter 6, k-round simulation provides such a definition.

The main contributions of this work are as follows. We introduce the notion of k-round
simulation and k-round equivalence, and define two decision problems pertaining to them: in
fized round simulation we need to decide whether 77 <j 72 for a given value of k, and in
existential round simulation we need to decide whether there exists some value of k for which
T1 <k T2 holds. In fact, we consider a somewhat more elaborate setting, by also allowing the
inputs to 71 to be restricted to some regular language A. We solve the first problem by reducing
it to the containment of two nondeterministic automata. For the second problem, things become
considerably more difficult, and the solution requires several constructions, as well as tools such
as Presburger arithmetic and Parikh’s theorem. In addition, we demonstrate the usefulness of

the definitions in relation to process symmetry.

Related Work

Simulation relations between systems are a well studied notion. We refer the reader to [CHVB18,

Chapter 13] and references therein for an exposition. The connection of our notion with standard



simulation is only up to motivation, as our measure is semantic: it does not directly relate to
the state space; instead, it refers to the behaviour of the system rather than its structure.

On the technical level, our work is closely related to commutative automata [BS73] and
jumping automata [FPS15; MZ12] — models of automata capable of reading their input in a
discontinuous manner, by jumping from one letter to another. Indeed, our notion of round
simulation essentially allows the simulating transducer to read the letters within rounds in a
discontinuous manner. This similarity is manifested implicitly in Section 5.2, where we encounter
similar structures as e.g. the commutative closure in [Hof20] (although the analysis here has a
different purpose).

Finally, the initial motivation for this work comes from process symmetry [Alm20; CEFJ96;
ES96; ID96; LNRS16]. We explore the connections in depth in Chapter 6.

Thesis Organization

The rest of this work is organized as follows. In Chapter 2 we present some basic definitions
used throughout our research. In Chapter 3 we introduce k-round simulation and equivalence,
define the relevant decision problems, and study some fundamental properties of the definitions.
In Chapter 4 we solve fixed round simulation, while developing some technical tools and char-
acterizations that are reused later. Chapter 5 is our main technical result, where we develop a
solution for existential round simulation. In particular, in Section 5.1 we give an overview of the
solution, before going through the technical details in Section 5.2. In Section 5.3 we give lower
bounds for the existential setting. In Chapter 6 we use round simulation to obtain a definition
of process symmetry for deterministic transducers, along with an algorithm for deciding it, and
in Chapter 7 we go into further detail about the mapping between rounds of transducers within a
simulation. Other notions of symmetry and simulation are considered in Chapter 8, and finally,

we discuss these variants and conclude with some open problems in Chapter 9.






Chapter 2

Preliminaries

Automata. A deterministic finite automaton (DFA)is A = (X,Q, qo,0, F'), where @ is a finite
set of states, g € @) is an initial state, § : Q x ¥ — @ is a transition function, and F' C @ is the

set of accepting states.

The run of A on a word w = 0g-09---0,_1 € X* is a sequence of states qg, q1,. .., g, such
that ¢;11 = (¢, 0;) for all 0 < i < n. The run is accepting if ¢, € F. A word w € ¥* is
accepted by A if the run of A on w is accepting. The language of A, denoted L(A), is the
set of words that A accepts. We also consider nondeterministic finite automata (NFAs), where
§:Q x X — 29 and there can be multiple initial states. Then, a run of A on a word w € ¥* as
above is a sequence of states qo, q1, - . ., qn such that go is an initial state and ¢;+1 € §(g;, 0;) for
all 0 < i < n. Analogously to the deterministic setting, the language of A is the set of words
that have an accepting run. We denote by |.A| the number of states of A.

As usual, we denote by §* the transition function lifted to words. For states ¢, ¢’ and w € X*,

we write ¢ — 4 ¢’ if ¢ € 6*(¢,w). That is, if there is a run of A from ¢ to ¢’ while reading w.

An NFA A can be viewed as a morphism from ¥* to the monoid BC*? of Q x Q Boolean
matrices, where we associate with a letter o € X its type 74(0) € BY*? defined by (7.4(0))gq = 1
if g —>4 ¢, and (74(0))4.y = 0 otherwise. We lift the definition of types to X* by defining, for a
word w = o1 - - - 0, € ¥, its type as T4(w) = 74(01) - - - Ta(0y,) Where the concatenation denotes
Boolean matrix product. It is easy to see that (74(w))sq = 1iff ¢ 54 ¢. For example, the

types of the letters a and b in the automaton in Figure 2.1 are the 3 x 3 matrices

qgo 41 Qg2 q q1 q2
01 0 0 0 0
Taa)= ;o= ,
@ |00 0 @ |00 1
q2 0 01 q2 0 01

and the type of the word w = ab in the transducer in Figure 2.1 is the matrix

do g1 42
q 0 01
@)= 2] =@,
1
q2 0 01



start a

Figure 2.1: A nondeterministic automaton with one initial state gy and one accepting state gs.

Transducers. Consider two sets 5 and Y representing input and output alphabets, respec-
tively. A ¥7/¥0 transducer is T = (X1,%0,Q, qo,0,£) where @, go € @, and § : Q x X1 — Q
are as in a DFA, and £ : Q — Xp is a labelling function on the states. For a word w € X7,
consider the run p = qq, ..., qn of T on w. We define its output £(p) = £(q1) - - - €(qn) € X7, and
we define the output of 7 on w to be T (w) = £(p). Observe that we ignore the labelling of the
initial state in the run, so that the length of the output matches that of the input.

Words and rounds. Consider a word w = 0¢---0,—1 € ¥*. We denote its length by |w|, and
for 0 <i < j < |w| we define w[i : j] = 0;---0;. For k > 0, if jw| = kR for some R € N, then
for every 0 < r < R we refer to w(rk : r(k + 1) — 1] as the r-th round in w (of length k), and we
write w = 7 - - - Yr—1 Where 7, is the r-th round. We emphasize that k indicates the length of
each round, not the number of rounds.

In particular, throughout this work we consider words (z,y) € (¥ x X§)* and their rounds
of length k. In such cases, we sometimes use the natural embedding of (X x ¥%)* in (X, x £p)*

and in X7 x X7, and refer to these sets interchangeably.

Parikh vectors and permutations. Consider an alphabet . For a word w € ¥* and a
letter o € X, we denote by #,(w) the number of occurrences of o in w. The Parikh map
B : ¥* — N” maps every word w € ¥* to a Parikh vector B(w) € N*, where P(w)(0) = #o(w).
We lift this to languages by defining, for L C ¥*, P(L) = {B(w) : w € L}.

For p € N* (in the following we consistently denote vectors in N* by bold letters) we write
Ip| = X ,cx p(0). In particular, for a word w € ¥* we have [B(w)| = |w|.

By Parikh’s theorem [Par66], for every NFA A we have that PB(L(A)) is a semilinear set
— that is, a finite union of sets of the form {p+ As1+ ...+ ism | A1,..., A\, € N} where
D, S1,...,58m € N%.

Consider words x,y € ¥*. We say that x is a permutation of y if P(z) = P(y) (indeed, in

this case y can be obtained from = by permuting its letters). In particular this implies |z| = |y|.

10



Chapter 3

Round Simulation and Round

Equivalence

Consider two k-round words z,y € Y*% with the same number of rounds R, and denote their
rounds by £ = ag---ap_1 and y = By -+ Br_1. We say that z and y are k-round equivalent,
denoted = < y (or x < y, when k is clear from context)!, if for every 0 < r < R we have that
B(a,) = P(B,). That is, z < y iff the r-th round of y is a permutation of the r-th round of z,

for every r. Indeed, =< is an equivalence relation.

» Example 3.1 (Round-equivalence for words). Consider the words z = abaabbabbbaa and y =
baabbaabbaba over the alphabet ¥ = {a,b}. Looking at the words as 3-round words, one can see
in Table 3.1 that rounds of length 3 in y are all permutations of those in x, which gives x =3 y.
However, looking at the rounds of length 4 of z,y, the number of occurrences of b already in the

first round of x and of y is different, so x %4 y, as illustrated in Table 3.2.

Table 3.1: z and y are 3-round equivalent Table 3.2: z and y are not 4-round equivalent

x H aba ‘ abb ‘ abb ‘ baa T H abaa ‘ bbab ‘ bbaa
Y H baa ‘ bba ‘ abb ‘ aba Y H baab ‘ baab ‘ baba

Let ¥1 and ¥ be input and output alphabets, let A C ¥} be a regular language, and let
k > 0. Consider two X;/Y¥o transducers 71 and To. We say that 72 k-round simulates Ty
restricted to A, denoted 71 <.z T2, if for every k-round word = € A there exists a k-round word
z' € 3% such that x =<y, 2’ and T;(z) =i Ta(2').

Intuitively, 71 <y a T2 if for every input word z € A, we can permute each round of length
k in x to obtain a new word 2/, such that the outputs of 7; on x and of 75 on z’ are k-round
equivalent. Note that the definition is not symmetric: the input x for 77 is universally quantified,
while 2’ is chosen according to z. We illustrate this in Example 3.3.

If 71 <ga T2 and T2 <A T1 we say that 71 and T2 are k-round equivalent restricted to A,
denoted 71 =4 T2. In the special case where A = X7 (i.e., when we require the simulation to

hold for every input), we omit it from the subscript and write T; < 7a.

L Conveniently, our symbol for round equivalence is a rounded equivalence.

11



» Example 3.2 (Round Robin). We consider a simple version of the Round Robin (RR) scheduler
for three processes P = {0, 1,2}. In each time step, the scheduler outputs either a singleton set
containing the ID of the process whose request is granted, or an empty set if the process whose
turn it is did not make a request. Depending on the ID i € {0, 1,2} of the first process, we
model the scheduler as a 27 /27 transducer T; = <27’, 27 Q, 4(i-1)%3» 0, €> depicted in Figure 3.1,
where % is the mod operator, Q@ = {qo,q1,92, 90, q1, %2}, 0(¢i,0) = qusnyus if i +1 € o and
0(¢i» 0) = q(;41)53 Otherwise, £(g;) = {i} and £(q;) = 0.

Figure 3.1: The transducer 7; for RR, initial state omitted. The input letters o and —¢o mean
all letters from 2% that, respectively, contain or do not contain o. The labels are written in red.

Technically, the initial state changes the behaviour of 7; significantly (e.g. To({0}{2}{1}) =
{0}00 whereas T1({0}{2}{1}) = 0{2}0). Conceptually, however, changing the initial state does
not alter the behaviour, as long as the requests are permuted accordingly. This is captured by
round equivalence, as follows.

We argue that, if we allow permutation of the input letters, then the set of processes whose
requests are granted in each round is independent of the start state. This is equivalent to saying
To =k T; for j € {1,2}, which indeed holds: if j = 1 then we permute all rounds of the form
000109 to 010200, and similarly if j = 2 then we permute all rounds to oeogo. It is easy to see
that the run of 7; on the permuted input grants outputs that k-round equivalent to the output

of Ty on the non-permuted input.

In Example 3.2, the transducers satisfied not only round simulation, but also round equiva-

lence. We now show that this is not always the case for simulating transducers.

» Example 3.3 (Round simulation is not symmetric). Consider the X7 /% transducers 77 and T
over the alphabet ¥; = {a,b} and Yo = {0,1}, depicted in Figure 3.2. We claim that 7; <2 72

H@C@—b> H@@L@L
blla @ a,b blla @ a,b
&@T@D“’b <:>—’a (U5 ab

Figure 3.2: Transducers 7; (left) and 75 (right) illustrate the asymmetry in the definition of
round equivalence (see Example 3.3).

but T2 A2 Ti. Starting with the latter, observe that 73(ab) = 00, but 7i(ab) = T1(ba) = 01.
Since 00 #5 01, we have To £2 T7.

12



We turn to show that 77 <2 T2. Observe that for every input word of the form x € (ab+ba)™,
we have Ti(xz) = (01)™, and = =9 (ba)™. So in this case we have that 72((ba)™) = (10)™ =<q
(01)™. Next, for = € (ab+ ba)™ - bb - w for some w € ¥ we have 7i(z) = (01)"011"I and
x =9 (ba)™ - bb - w, for which T3((ba)™ - bb - w) = (01)™1011*l =5 Ti(z). The case where
x € (ab+ ba)™ - aa - w is handled similarly. We conclude that 77 <2 7.

Round simulation and round equivalence give rise to the following decision problems:

* In fized round simulation (resp. fized round equivalence) we are given transducers 71, 7a,
an NFA for the language A, and k > 0 in unary, and we need to decide whether 71 <j o T2
(resp. whether 71 =4 A T2)-

* In existential round simulation (resp. existential round equivalence) we are given trans-
ducers 71,72 and an NFA for the language A, and we need to decide whether there exists
k > 0 such that 71 <A T2 (resp. Tt =g T2)-

In the following we identify A with an NFA (or DFA) for it, as we do not explicitly rely on its
description.
We start by showing that deciding equivalence (both fixed and existential) is reducible, in

polynomial time, to the respective simulation problem.

» Lemma 3.4. Fized (resp. existential) round equivalence is Turing reducible in polynomial

time to fized (resp. existential) round simulation.

Proof. First, we can clearly reduce fixed round equivalence to fixed round simulation: given an
algorithm that decides, given 71,72, A and k > 0, whether 71 <j 5 72, we can decide whether
Ti =k,a T2 by using it twice to decide whether both 71 <; A 72 and 71 <j A 72 hold.

A slightly more careful examination shows that the same approach can be taken to reduce
existential round equivalence to existential round simulation, using the following observation: if
Ti <k, T2, then for every m € N it holds that 71 <5 A 72. Indeed, we can simply group every
m rounds of length k and treat them as a single round of length mk.

Now, given an algorithm that decides, given 77,72 and A, whether there exists & > 0 such
that 71 <pa T2, we can decide whether 71 =, o 72 by using the algorithm twice to decide
whether there exists k1 such that 71 <, A 72 and ko such that T3 <, o 71 hold. If there are no
such k1, ko, then clearly 71 #; o T2. However, if there are such ki, k2, then by the observation
above we have T =, 5, A T2 (We can also take lem(ky, k2) instead of kiks). <

By Lemma 3.4, for the purpose of upper-bounds, we focus henceforth on round simulation.

13
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Chapter 4
Deciding Fixed Round Simulation

In this chapter we show decidability of fixed round simulation (and, by Lemma 3.4, fixed round
equivalence). The tools we develop will be used in Chapter 5 to handle the existential variant.

Let ¥; and 3o be input and output alphabets. Consider two ¥;/¥¢ transducers 7; and
T2, and let A C X7 and £ > 0. In order to decide whether 7; <3 A 72, we proceed as follows.
First, we cast the problem to a problem about deterministic automata. Then, we translate
rounds into letters, by working over the alphabets E’} and E'é. We construct an NFA, dubbed
the permutation closure, for each transducer 7, that captures the behaviour of 7 on words and
their permutations. Intuitively, the NFA takes as input a word (z,y) € (3§ x ¥5)*, guesses
a round equivalent word 2’ =< x, and verifies that 7 (z’) < T(x). We then show that round
simulation amounts to deciding the containment of these NFAs.

We now turn to give the details of the construction of these NFAs.

The trace DFA. Consider a transducer T = (X7,%0,Q,qo,9,£), we define its trace DFA

Tr(7T) = (X1 xX0,QU{qL},q0,m,Q) where for ¢ € Q and (0,0") € X x ¥p we define

n(q, (o,0")) = d(q,0) if T4(o) = o’ and 7(q, (0,0")) = q, otherwise. ¢, is a rejecting sink.
Tr(7) captures the behaviour of 7 in that L(Tr(7)) = { (z,y) € (X1 x Zo)* | T(z) =y }.

The permutation closure NFA. Consider an NFAN = (3] x X0, 5, s0,7, F), and let k > 0.
We obtain from N an NFA Perm;(N) = <Z’} x YK S, s0, 1, F> where the alphabet is % x 2§,
and the transition function y is defined as follows. For a letter (a, 8) € ¥k x ¥¥ and a state
s € S, we think of («, 5) as a word in (X7 x Xp)*. Then we have

(s, (o, 8)) = U {n" (s, (@', 8)) | B(a') = Pa) AB(B) = P(F') } - (4.1)

That is, upon reading («, 3), Permy(N') can move to any state s’ that is reachable in A/ from s
by reading a permutation of «, 8 (denoted o/, 5"). Recall that for two words x, 2’ we have that
x = 2’ if for every two corresponding rounds a, o’ in x and 2’ we have P(a) = P(a'). Thus,

we have the following.

» Observation 4.1. In the notations above, it holds that L(Permy(N)) = {(z,y) € X} x E§ |
Jo’ =gz, =<k y, (@, y) € LIN)A |z| = |y| = kR for some R € N}.
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Since the transition function of Permy(N) is only defined using permutations of its input letters,

we have the following property, which we refer to as permutation invariance:

» Observation 4.2 (Permutation invariance). For every state s € S and letters (a, ), (o, ') €

SF x 28, if Pla) = P(') and P(B) = P(B') then u(s, (o, B)) = p(s, (o, B)).

Given a transducer T, we apply the permutation closure to the trace DFA of 7. In order to
account for the restriction given by A C 37, we identify it with A C X7 x 3. We remind that
A denotes both a language and a corresponding NFA (or DFA), so what this means is that the

NFA, reading input from 7 x Xf,, simply ignores the second component.

» Lemma 4.3. Consider transducers T, Ta, an NFA A and k > 0. Let A¥ = Perm;(Tr(7;)NA)
(where the intersection implies the product NFA construction) and A% = Permy(Tr(73)), then

(
(

AY)
A3)

L {(z,y) €X] x X5 | ' <z, Th(@') =k y A |z|=|y| = kR where RENAZ € A},
L {(z,y

(x,y) €N} x 35 | I’ =<k z, Ta(2') <xy A |z| = |y| = kR where R€ N} .

Proof. Recall that Tr(7) accepts a word (2, ) iff T(2’) = y'. The claim then follows from Ob-
servation 4.1, by replacing the expression y =< ¢’ A (2/,y') € L(Tr(T)) with the equivalent
expression T (z') =<j y. <

We now reduce round simulation to the containment of permutation closure NFAs.

» Lemma 4.4. Consider transducers Ty, To, an NFA A and k > 0. Let A¥ = Permy(Tr(71)NA)
and A = Permy,(Tr(73)), then Ti <pa To iff L(AF) C L(A5).

Proof. For the first direction, assume 7; < A T2, and let (z,y) € L(A¥). By Lemma 4.3, = and
y are k-round words, and there exists a word 2’ € A such that x < 2’ and T;(2') < y. Since
Ti <k T2, then applying the definition on 2’ yields that there exists a k-round word z” such
that 2’ =< 2" and such that 77 (2) < T2(2”). Since =< is an equivalence relation, it follows that
z =< 2" and To(2") < y, so again by Lemma 4.3 we have (z,y) € L(A5).

Conversely, assume L(AY) C L(AY), we wish to prove that for every k-round word x € A
there exists a word z’ such that z < 2’ and T;(x) < T2(2’). Let € A be a k-round word, and
let y = T1(x), then clearly (z,y) € L(A¥) C L(A5) (since z < x, Ti(z) =y < y and = € A).
By Lemma 4.3, there exists 2’ such that x < 2’ and T3(2') < y = T1(x), so T2(2’) < Ti(x), thus
concluding the proof. <

» Remark 4.5. The proof of Lemma 4.4 does not require taking the permutation closure of
Tr(71) N A, and it could be simplified by using instead of A¥, the augmentation of Tr(7;) N A
to k-round words. However, such an NFA is not permutation invariant, which is key to our
solution for existential round simulation. Since this simplification does not reduce the overall

complexity, we use a uniform setting for both solutions.

Lemma, 4.4 shows that deciding fixed round equivalence amounts to deciding containment of
NFAs. By analyzing the size of the NFAs, we obtain the following.

» Theorem 4.6. Given transducers T1,72, an NFA A, and k > 0 in unary, the problem of
deciding whether Ti <y a T2 is in PSPACE.
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Proof. Let AY¥ = Perm;,(Tr(71) NA) and A% = Permy,(Tr(73)). By Lemma 4.4, deciding whether
Ti <k.a T2 amounts to deciding whether L(A}) C L(A5). Looking at the dual problem, recall
that for two NFAs N1, Ny we have that L(N7) € L(N3) iff there exists w € L(N2) \ L(N7) with
lw| < |N1| - 221 (this follows immediately by bounding the size of an NFA for L(N;) N L(N3)).
Thus, we can decide whether L(A}) C L(A%) by guessing a word w over X% x Y% of single-
exponential length (in the size of A¥ and A%), and verifying that it is accepted by .A¥ and not
by Ak.

Observe that to this end, we do not explicitly construct .A¥ nor A%, as their alphabet size is
exponential. Rather, we evaluate them on each letter of w based on their construction from 7.
At each step we keep track of a counter for the length of w, a state of A%, and a set of states
of A5. Since the number of states in A} and A5 is the same as that of 77 and 73, this requires
polynomial space.

By Savitch’s theorem we have that coNPSPACE = PSPACE, and the proof is concluded.

<

We now establish a PSPACE-hardness lower bound, thus concluding that the problem is
PSPACE-complete. In fact, we show a lower bound for round equivalence. Note that a priori,
this does not entail a lower bound for round simulation by Lemma 3.4, since the reduction
there is a Turing reduction. However, our PSPACE-hardness proof actually explicitly shows the

hardness of both simulation and equivalence.

» Theorem 4.7. The problem of deciding, given transducers Ti,T2, whether Ty =y T2, is
PSPACE-hard, even for k =2 and A of constant size (given as a 4-state DFA).

Proof sketch. We show a reduction from the universality problem for NFAs over alphabet {0, 1}
where all states are accepting and the degree of nondeterminism is at most 2. See Appendix A
for a proof of PSPACE-hardness of this problem and for the full reduction.

Consider an NFA NV = (@, {0, 1}, 0, qo, Q) where |d(q, )| < 2 for every g € Q and o € {0,1}.
Set A = (ab + cd)*. We construct two transducers 77 and 7T over input and output alphabets
Y1 ={a,b,¢,d} and ¥p = {T, L} such that L(N) = {0,1}* iff T} =94 To.

Intuitively, our reduction encodes {0,1} over {a,b,c,d} by identifying 0 with ab and with
ba, and 1 with cd and with dc. Then, 77 keeps outputting T for all inputs in A, thus mimicking
a universal language in {0,1}* (see Figure A.1), whereas 73 is obtained by replacing every
nondeterministic transition of N on e.g. 0 by two deterministic branches, on e.g. ab and ba
(see Figure A.2). Hence, when we are allowed to permute ab and ba by round equivalence, we
capture the nondeterminism of A.

We show that L(N) = {0,1}* iff 71 =3 T2 by showing that permuting a word w € A

essentially amounts to choosing an accepting run of N on the corresponding word in {0,1}*. <«

» Corollary 4.8. Given transducers Ti,7Ta, an NFA A, and k > 0 in unary, the problem of
deciding whether Ti < a T2 is PSPACE-complete.
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Chapter 5

Deciding Existential Round

Simulation

In Chapter 4, we established a method for deciding k-round simulation for a given k. This case
is for when the systems in question exhibit an apparent symmetry with a round length that a
developer can guess; such as RR where the round length is the number of processes involved.
However, k is not necessarily given in the general sense.

We turn to solve existential round simulation. That is, given 71,72 and A, we wish to decide
whether there exists k& > 0 such that 77 <, a 72. By Lemma 4.4, this is equivalent to deciding
whether there exists k > 0 such that L(AY) C L(A5%), as defined therein.

Recall that solving the decision problems of round simulation will aid us in solving the initial
problem of round symmetry, which gave the motivation for this work. The transition between

the problems is explained in Chapter 6.

5.1 Intuitive Overview

We start with an intuitive explanation of the solution and its challenges. For simplicity, assume
for now A = X7, so it can be ignored. The overall approach is to present a practical method
for hunting k: in Theorem 5.1, the main result of this chapter, we give an upper bound on
the minimal k > 0 for which 77 <j 72, rendering the search space finite. In order to obtain
this bound, we proceed as follows. Observe that for a transducer 7 and for 0 < k # k' the
corresponding permutation closure NFAs Permy(Tr(7)) and Permy (Tr(7)) are defined on the
same state space, but differ by their alphabet (E’f X E’é Vs E’}’ X Z’g ). Thus, by definition,
these NFAs obtained from an increasing round length form infinitely many distinct automata.
Nonetheless, there are only finitely many possible types of letters (indeed, at most ]BQXQ\ =
2|Q‘2). Therefore, there are only finitely many type profiles for NFAs — that is, the set of letter
types occurring in the NFA — up to multiplicities of the letter types.

Recall that by Lemma 4.4, we have that 71 <y Tz iff L(Permy(Tr(71))) C L(Perm(Tr(72))).
Intuitively, one could hope that if Permy(Tr(7;)) and Permy (Tr(7;)) have the same type pro-
file, for each i € {1,2}, then L(Permy(Tr(71))) C L(Permy(Tr(7z))) iff L(Permy (Tr(71))) C
L(Permy/(Tr(72))). Then, if one can bound the index k after which no further type profiles are

encountered, then the problem reduces to checking a finite number of containments.
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Unfortunately, this is not the case, the reason being that the mapping of letters induced by
the equal type profiles Permy (Tr(7;)) and Permy (Tr(7;)) may differ from the mapping induced by
Permy(Tr(72)) and Permy/ (Tr(72)), and thus one cannot translate language containment between
the two pairs. We overcome this difficulty, however, by working from the start with product
automata that capture the structure of both 77 and 75 simultaneously, and thus unify the letter
mapping. We dub them redundant product automata for their apparent redundancy.

We are now left with the problem of bounding the minimal & after which no new type profiles
appear. In order to provide this bound, we show that for every type profile, the set of indices
in which it occurs is semilinear. Then, by finding a bound for each type profile, we obtain the

overall bound. The main result of this chapter is the following.

» Theorem 5.1. Given transducers T1,72 and A, we can effectively compute Ko > 0 such that
if Ti <g,a T2 for some k € N, then Ty < A T2 for some k' < K.

Which by Lemma 4.4 immediately entails the following.
» Corollary 5.2. FExistential round simulation is decidable.

We prove Theorem 5.1 in Section 5.2, organized as follows. We start by lifting the definition
of types in an NFA to Parikh vectors, and show how these relate to the NFA (in Lemma 5.3).
We then introduce Presburger arithmetic and its relation to Parikh’s theorem. In Lemma 5.4
we show that the set of Parikh vectors that share a type 7 is definable in Presburger arithmetic,
which provides the first main step towards our bound.

We then proceed to define the redundant product automata mentioned above, which serve
to unify the types between 77 and 7. In Observations 5.5 and 5.6 we formalize the connection
of these products to the transducers 71 and 72. Then, we formally define the type profiles and
prove in Lemma 5.7 that they exhibit a semilinear behaviour. Finally, in Lemma 5.8 we prove
that when two redundant product automata have the same type profile, then the containment
mentioned above can be shown. Combining these results, we obtain Theorem 5.1.

A flow diagram for the proof is illustrated in Figure 5.1.

Dy =Tr(T1) NA Dy =Tr(Tz) trace DFA
\ /
B1,Bs =Dy x Dy redundant products
|
78, (p,0) = 15,(P, 0) types of Parikh vectors
!
Y (B, k) =Y (B, k) type profiles
!
Or(k) defined by PA
!

if O7(k) A Op (k') then T; <y To iff T < T

Figure 5.1: A flow diagram for the proof in Section 5.2.

20



5.2 Proof of Theorem 5.1

Type matrices of Parikh vectors. Consider the alphabet E’; X 2’5 for some k > 0. Recall
that by Observation 4.2, permutation closure NFAs are permutation invariant, and from Chap-
ter 2, the type of a word in an NFA is the transition matrix it induces. In particular, for
permutation invariant NFAs, two letters (o, ), (o/,8') € ¥¥ x ¥% with PB(a) = P(a/) and
PB(B) = P(F') have the same type.

Following this, we now lift the definition of types to Parikh vectors. Consider an NFA
N = (31 x 30, 8, 50,1, F), and let p € N*7, 0 € N0 be Parikh vectors with |p| = |o| = k. We
define the type 7x(p,0) € B to be Trerm, (N (@, B) Where (a, 8) € ¥k x %% are such that
PB(a) = p and P(B) = o. By permutation invariance, this is well-defined, i.e. is independent of
the choice of o and £.

Note that we use different automata to extract the type of words of different lengths. We

obtain a more uniform description as follows.

» Lemma 5.3. In the notations above, for every si,s2 € S, we have that (Tar(p, 0))s,.s, = 1 iff
there exists (o, B) € F x S8 with P(a) = p and P(B) = o such that s; (a—’ﬂgpemk(jv) 52.

Proof. By the definitions preceding the lemma, we have that 7or(P,0) = Tpern,( N)(o/ ,8) for
some (o, 8) € EF x $% are such that P(a/) = p and P(F') = 0. According to the transition
function of Permy () (as defined in Chapter 4), for every s1, s9 € S we have that s1 (al—’ﬁ;)pemk(/\/)
s iff there exist (o, 8) € ¥k x ¥ with P(a) = P(/) = p and P(B) = P(B') = o such that

$1 (aj A So2. Since the type encodes the reachable pairs of states, this concludes the proof. <«

Presburger arithmetic. The first ingredient in the proof of Theorem 5.1 is to characterize
the set of Parikh vectors whose type is some fixed matrix 7 € BY*?. For this characterization,
we employ the first-order theory of the naturals with addition and order Th(N,0,1,+, <,=),
commonly known as Presburger arithmetic (PA). We do not give a full exposition of PA but
refer the reader to [Haal8] (and references therein) for a survey. In the following we briefly cite
the results we need.

For our purposes, a PA formula ¢(z1,...,xq), where z1, ..., x4 are free variables, is evaluated
over N, and defines the set {(al, ...,aq) € N4 ‘ (a1,...,aq) Ep(x1,...,24) } For example,
the formula ¢(z1,x2) := 21 < x2 A Jy.x1 = 2y defines the set { (a,b) € N?2 | a<bAaiseven}.

A fundamental result about PA is that the definable sets in PA are exactly the semilinear
sets. In particular, Parikh’s theorem states that for every NFA A, B(L(A)) is PA definable. In
fact, by [VSS05], one can efficiently construct a linear-sized existential PA formula for B(L(.A)).
We can now show that the set of Parikh vectors whose type is 7 is PA definable.

» Lemma 5.4. Consider an NFAN = (X1 x £0, 8, 50,1, F), and a type 7 € BS¥S, then the set
{ (p,0) € N¥1 x N¥0 ‘ Tnv(p,0) = T} is PA definable.

Proof. Let 7 € B5*S and consider a Parikh vector (p,0) € N x N*© with k = |p| = |o|.
By Lemma 5.3, we have that 7p/(p,0) = 7 iff the following holds for every si,ss € S: we
have 75, 5, = 1 iff there exists a letter («,3) € ¥ x ¥ such that P(a) = p,B(B) = o, and

S1 (a—’@/\/’ S9.
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Consider s1,s2 € S and define N} to be the NFA obtained from N by setting the initial

state to be s; and a single accepting state sp. Then, we have s; (a—’@/\/ sy iff (o, B) € LING)).
Thus, 7ar(p, 0) = 7 iff for every sq, so € S we have that 75, 5, = 1 iff there exists a word (c, )
with B(a’) = p and P(4') = o such that (o, 3) € L(N;}). Equivalently, we have 7n(p,0) = 7
iff for every s1,s2 € S it holds that 7, 5, = 1 iff (p, 0) € P(L(NZ))).
By Parikh’s theorem, for every si,s2 € S we can compute a PA formula v, 5, such that
(p,0) | s, iff (p,0) € P(L(NG})). Now we can construct a PA formula ¥, such that
v (p,0) = T iff (p,0) = ¥, as follows:

U, = /\ %1,52 A /\ _‘ws1,sg~
81,821 Tsy,s9=1 81,82 Tsy,s5=0
Finally, observe that W, defines the set in the premise of the lemma, so we are done. <

The redundant product construction. As mentioned in Section 5.1, for the remainder of
the proof we want to reason about the types of Permy(Tr(71) N A) and Permy(Tr(72)) simulta-
neously. In order to so, we present an auxiliary product construction.

Let 71,72 be transducers, A C 37 be given by an NFA, and let D; = Tr(71) N A and
Dy = Tr(72). We now consider the product automaton of D; and Ds, and endow it with
two different acceptance conditions, capturing that of Dy and Ds, respectively. Formally, for
i € {1,2}, denote D; = (X1 x X0, Si, sh,mi, F;), then the product automaton is defined as
B = (31 X $0,51 x Sa, (54, 82),m % m2,G;), where G1 = F; x Q2 and G2 = Q1 x F, and
n X 12 denotes the standard product transition function, namely 11 x 72((s1,s2), (0,0")) =
(m(s1,(0,0")),m2(s2,(c,0"))). Thus, B; tracks both D; and Ds, but has the same acceptance
condition as D;. This seemingly “redundant” product construction has the following important

properties, which are crucial for our proof:
» Observation 5.5. In the notations above, we have the following:
1. L(B1) = L(D1) and L(By) = L(D2).
2. For every letter (o,0") € X1 x X0, we have 15, (0, 0’) = 18,(0,0’).

Indeed, Item 1 follows directly from the acceptance condition, and Item 2 is due to the
identical transition function of B and Bs.
By Observation 4.1, L(Permy(D;)) depends only on L(D;). We thus have the following.

» Observation 5.6. The following holds for every k > 0:
1. L(Permy(B1)) = L(Perm(Tr(71) NA)).

2. L(Permy(B2)) = L(Perm(Tr(72))).

Type profiles. We now consider the set of types induced by the redundant product automata
By and Bs on Parikh vectors of words of length k. By Item 2 of Observation 5.5, it is enough to

consider B;.
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For k£ > 0, we define the k-th type profile of By to be the set of all types of Parikh
vectors (p,0) with |p| = |o| = k that are induced by Bi; ie. it is the set Y(Bi, k) =
{7’31 (B(a), B(B)) ’ (o, B) € Xk x ¥k } Clearly, there is only a finite number of type profiles,
as T(By, k) C BS'*5" where S is the state space of By. Therefore, as k increases, after some
finite Ko, every type profile that is ever attained will have been encountered already. We now

place an upper bound on Kj.

» Lemma 5.7. We can effectively compute Ky > 0 such that for every k > 0 there exists k' < K
with Y (B, k') = Y(B1, k).

Proof. Consider a type 7, and let W be the PA formula constructed as per Lemma 5.4 for the
NFA B;. Observe that for a Parikh vector (p, o) and for k£ > 0, the expression |p| = |o| = k
is PA definable. Indeed, writing p = (71,...,2|x,)) and ¢ = (y1,...,¥5,|), the expression is
defined by z1 + ... + o5, =k A1+ ... tyszg, = k.

Let T C BY*% be a set of types (i.e., a potential type profile). We define a PA formula
©7(z) over a single free variable z such that k |= O7(2) iff Y(B1, k) = T, as follows.

Or(z) = (Vp, o.p|=lo| =z - \/ ¥-(p, 0)> A </\ p; o, |p| = [o] = z A ¥~ (p, 0)>
TeT reT
Intuitively, O (z) states that every Parikh vector (p, o) with |p| = |o| = 2 has a type within T,
and that all the types in T are attained by some such Parikh vector.
By [FR74; BT76], we can effectively determine for every 7" whether ©7(z) is satisfiable and,
if it is, find a witness My such that My = ©(z). By doing so for every set T C B> we can
set Ko = max { My | ©r(z) is satisfiable }. Then, for every k > Ky if Y(B1,k) = T, then T has

already been encountered at My < Kj, as required. <

The purpose of the bound Ky obtained in Lemma 5.7 is to bound the minimal & for which
Ti <k T2, or equivalently L(Perm;(B1)) C L(Permy(B2)) (by Lemma 4.4 and Observation 5.6).
This is captured in the following.

» Lemma 5.8. Let k,k' > 0 such that k # k' and Y(By,k') = Y(B1,k), then we have
L(Permy(B1)) C L(Permi(B2)) iff L(Permy (B1)) C L(Permy (Ba)).

Proof. By the symmetry between k and k', it suffices to prove w.l.o.g. that if L(Permy(B;)) C
L(Permy(Bs)), then L(Permy (B1)) C L(Permy (B2)).

Assume the former, and let w = (2',y') € L(Permy (By)), where (2/,3') € (X8 x E)*, and
we denote (z',y') = (a3, 81) - - - (ag,, By,) with (o, B}) € Y x B for every 1 < j < n.

Since Y(B1, k') = Y(B1,k), there is a mapping ¢ that takes every letter (o, ;) € DI
YE in w to a letter (o, 3;) € X% x XK that has same type in Permy(B;), so that we can
find (z,y) = (aq,p1) - (an, Bn) such that for every 1 < j < n we have 73, (PB(;), B(5;)) =

8, (B(a)), B(5)))-
By the definition of the type of a Parikh vector, we have that

TPermk(B1)(aj7 /BJ) = T8 (m(%‘)a ;B(B])) =178 (m(a;)vm(ﬁé)) = TPermk/(Bl)(a;H /B;)
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In particular, since the type of a word is the concatenation (i.e., Boolean matrix product)
of its underlying letters, we have that Teerm,(5,)(Z,Y) = Tpern, (5:)(*';¥). Since (2',y") €
L(Permy(By)), it follows that also (z,y) € L(Permg(B;)). Indeed, (Tpermk,(Bl)(ﬂf,,y/))s(lys} =1
where s} and s} are an initial state and an accepting state of Permy (B), respectively. But

the equality of the types implies that (Tpermk(Bl)(:E, y)) = 1 as well, so Permy(B1) has an

shst
accepting run on (z,y).

By our assumption, L(Permy(B;)) C L(Permi(B2)), so (z,y) = ¢(w) € L(Permy(B2)), or
equivalently, p(w) € L(Permy(B2)). We now essentially reverse the arguments above, but with
By instead of B;. However, this needs to be done carefully, so that the mapping of letters lands
us back at (2/,9'), and not a different word. Thus, instead of finding a round equivalent word,

we observe that for every 1 < j < n, we also have

TPermk(Bz)(a]" ﬁ]) = TBs ((‘B(aj)’ m(ﬁj)) = TBs (m(ag)vm(ﬁé)) = TPermk/(Bz)(O‘;'a /83)7

This follows from Item 2 in Observation 5.5 and the fact that the permutation closure depends
only on the transitions (and not on accepting states, which are the only difference between By
and By).

Thus, similarly to the arguments above, we have that (2’,y’) € L(Permy(B2)), and the

1 where o~ 1(p(w)) = w. We conclude that

mapping applied is in fact the the inverse map ¢~
L(Permy/(B1)) C L(Permy (Bs)), as required.

The mapping is illustrated in Figure 5.2. <

w € Permy (Bl )

—1 _ ,
w0 = (@1, 50) (2. 42) - (s ) v~ (p(w)) = w € Permy (By)

|
2 gpfl
! |
o(w) € Permy(B;)
p(w) =@ ((w1,91)) ¢ ((x2,92)) - - @ (Tns yn))

c p(w) € Permy(Bz)
Figure 5.2: A diagram for the proof structure of Lemma 5.8.

Combining Lemmas 5.7 and 5.8, we can effectively compute Ky such that if it holds that
L(Perm(B;)) C L(Perm(B2)) for some k, then this also holds for some k& < Kp. Finally,

using Lemma 4.4, this concludes the proof of Theorem 5.1. |

» Remark 5.9 (Complexity results for Theorem 5.1 and Corollary 5.2). Let n be the number of
states in 71 X T3. Observe that the formula V.- constructed in Lemma 5.4 comprises a conjunction
of O(n?) PA subformulas, where each subformula is either an existential PA formula of length
O(n), or the negation of one. Then, the formula ©7 in Lemma 5.7 consists of a universal
quantification, nesting a disjunction over |T'| formulas of the form W, conjuncted with |T|
existential quantifications, nesting a single W, each. Overall, this amounts to a formula of
length |T'| < 2”2, with alternation depth 3. !

! Alternation depth is usually counted with the outermost quantifier being existential, which is not the case

here, hence 3 instead of 2.
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Using quantifier elimination [Coo72; Opp78|, we can obtain a witness for the satisfiability
of O of size 4-exponential in n?. Then, finding the overall bound K, amounts to 22”2 calls to
find such witnesses. Finally, we need K{ oracle calls to Lemma 4.4 in order to decide existential
simulation, and since Ky may have a 4-exponential size description, this approach yields a
whopping 5-EXP algorithm. This approach, however, does not exploit any of the structure of
Or.

5.3 Lower Bounds for Existential Round Simulation

The complexity bounds in Remark 5.9 are naively analyzed, and we leave it for future work
to conduct a more in-depth analysis. In this section, we present lower bounds to delimit the
complexity gap. Note that there are two relevant lower bounds: one on the complexity of
deciding round simulation, and the other on the minimal value of Ky in Theorem 5.1.

We start with the complexity lower bound, which applies already for round equivalence.

» Theorem 5.10. The problem of deciding, given transducers Ty, T2, whether Ti = 5 T2 for any
k, is PSPACE-hard, even for A of a constant size (given as a 5-state DFA).

Proof sketch. We present a similar reduction to that of Theorem 4.7 from universality of NFAs
(see Appendix A.2). In order to account for the unknown value of k, we allow padding words

with a fresh symbol #, which is essentially ignored by the transducers. <

Next, we show that the minimal value for Ky can be exponential in the size of the given

transducers (in particular, of 7Tz).

» Example 5.11 (Exponential round length). Let p1,pa, ..., pm be the first m prime numbers. We
define two transducers 7; and T over input and output alphabet P = {1,...,m}, as depicted
in Figure 5.3 for m = 3. Intuitively, 77 reads input w € A = (1-2---m)* and simply outputs
w, whereas Ty works by reading a letter ¢ € P, and then outputting i for p; steps (while reading
p; arbitrary letters) before getting ready to read a new letter i.

In order for 73 to k-round simulate 77, it must be able to output a permutation of (1-2---m)*.
In particular, the number of 1’s, 2’s, etc. must be equal, so k¥ must divide every prime up to py,,

hence it must be exponential in the size of 75.

Figure 5.3: The transducers 7; (left) and 73 (right) for m = 3 in Example 5.11. The transition
s — t in T means that the transition function from state s behaves identically as from t.
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The sum of the number of states in 7; and 7o is 1 +m + > pi = O (X% pi). Set
Q = [II%,; pi- It is easily verified that 71 <y T2 holds for £ = m - @, which is exponential in the
number of states. Indeed, for the round w = (1---m)%, we consider the permutation 1% - - m®,
on which the run of 75 induces the same output.

* in rounds of k to have

We now show that this k is minimal. For a word € (1-2---m)
round equivalent outputs in 7; and 73, there must be some word round equivalent word z’ in

which every appearance of ¢ € P is part of a sequence of appearances of i, of length p;, except
k

maybe at its end. If m | k, then there are % appearances of each 4, so > must be divisible by all
primes, except maybe one. The latter possibility is falsified when considering the next round.
If, however, m t k, then in the next round, 1 € P will have one less appearance than in the first
round. This, again, makes impossible the round equivalence of the outputs when considering

one additional round.
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Chapter 6

From Process Symmetry to Round

Equivalence

As mentioned in Chapter 1, our original motivation for studying round simulation comes from
process symmetry. We present process symmetry with an example before introducing the formal
model. Recall the Round Robin (RR) scheduler from Example 3.2. There, at each time step,
the scheduler receives as input the IDs of processes in P = {0, 1,2} that are making a request,
and it responds with the IDs of those that are granted (either a singleton {i} or ).

In process symmetry, we consider a setting where the identities of the processes may be
permuted. This corresponds to the IDs representing, for instance, ports, and the processes
not knowing which port they are plugged into. Thus, the input received may be under any
permutation of the actual identities of the processes. Note that a permutation in this case is
a bijection over identities, not indices as in previous chapters. Then, a transducer is process
symmetric if the outputs are permuted in a way that matches the permutation of identities. For
example, in the RR scheduler, the output corresponding to input {1,2}{3}{3} is {1}0{3}. If
we permute the identities by swapping 1 and 3, obtaining the input {3,2}{1}{1}, the output
letters have to be permuted in the same manner for RR to be process symmetric. However, the
output for the input with permuted identities is @), so RR is not process symmetric.

In [Alm20], several definitions of process symmetry are studied for probabilistic transducers.
In the deterministic case, however, process symmetry is a very strict requirement. In order to
overcome this, we allow some flexibility by letting the transducer do some local order changes
in the word in a way that corresponds to the permutation. This way, for instance, if we are
allowed to rearrange (i.e. permute, in the former sense) the input {3,2}{1}{1} to {1}{1}{3,2},
then the output becomes {1}({3}, and once we apply the inverse permutation, this becomes
{3}0{1}. This, in turn, can be again rearranged to obtain the original output {1}0{3}. In this
sense, the scheduler is “locally stable” against permutations of the identities of processes.

We now turn to give the formal model. Consider a set of processes P = {1,...,m} and
k > 0. For a permutation 7 of P (i.e. a bijection 7 : P — P) and a letter o € 27, we obtain
7(o) € 27 by applying 7 to each process in 0. We lift this to words 2 € (27)* by applying the
permutation letter-wise to obtain 7(x). A 27 /2% transducer T = <27>, 27 Q, qo, 5,£> is k-round
symmetric if for every permutation 7 of P and for every k-round word x € (2F)* there exists
2’ € (2P)* such that 7(z) =<5 2’ and 7(T (z)) =i T (2'). We say that 7 is k-round symmetric
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w.r.t. 7 if the above holds for a certain permutation .

» Example 6.1. Consider the RR scheduler for n processes (cf. Example 3.2), and let 7 be a
transducer for it. When a permutation # € S, is applied on the signals, then intuitively, to
preserve the behaviour of the system (i.e. the number of grants for each process), we need to
change the order of handling the requests of processes (and giving grants) such that it matches
the new order of requests. Formally, given input z, for the i-th round bibs ---b, of 7(x) (the
input under permutation 7) we set the corresponding round in 2’ to ba—1(1)br-1(2) "+ br—1(n). For
example, if 7 = (0 1) and n = 3, given = = {0,2}{1}{2} we get m(x) = {1,2}{0}{2} and choose
o' = {0}{1,2}{2}. Thus, it holds that T (z) = 7~ (T (z')) or equivalently, 7(7 (z)) = T ('), so

RR is n-round symmetric.

Example 6.1 shows that RR exhibits round symmetry w.r.t. all permutations. In the general
sense, round symmetry might hold w.r.t. some permutations but not others, as is the case in

the following.

» Example 6.2. Set P = {0,1,2} and let 7 be the 27 /27 transducer illustrated in Figure 6.1.

It is not difficult to see that 7 satisfies 2-round symmetry w.r.t. # = (0 1) but not w.r.t. some

Dy
S O (DL

0 , 1
Foleo /i—2 (o) "

@#@ "

Figure 6.1: Transducer 7 satisfying round symmetry w.r.t. 7 = (0 1) but not (0 2).

other permutations, e.g. (0 2).

start —( 40

In round symmetry, too, we consider two main decision problems: fized round symmetry
(where k is fixed) and ezistential round symmetry (where we decide whether there exists k& > 0
for which this holds). Observe that A = (2%)*, and is therefore ignored.

From round symmetry to round simulation. In order to solve the decision problems
above, we reduce them to the respective problems about round symmetry. We start with the
case where the permutation 7 is given.

Given the transducer T as above, we obtain from 7 a new transducer 7" which is identical
to T except that it acts on a letter o € 2% as 7 would act on n71(o), and it outputs o
where T would output 7—!(c). Figure 6.2 presents the transducer 7™ that corresponds to T
of Example 6.2 and 7 = (0 1).

Formally, 7™ = <27),2P, Q,qo,5”,£7r> where 67(q,0) = d(q, 7 (o)) and £7(q) = 7(£(q)). Tt
is easy to verify that for every z € (27)* we have T™(x) = 7(T (7~ !(z))). As we now show,
once we have 77, round symmetry is equivalent to round simulation, so we can use the tools

developed in Chapters 4 and 5 to solve the problems at hand.

» Lemma 6.3. For a permutation © and k > 0, T is k-round symmetric w.r.t. © iff T™ < T.
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q0

Figure 6.2: Transducer 77 for the 7 in Example 6.2 and 7 = (0 1).

Proof. By definition, we have that 7™ <, T iff for every @ € (27)* there exists 2/ < x such
that 7™ (z) =< T (2/). We show that this is equivalent to the definition of round symmetry.

For the first direction, assume 7 is k-round symmetric w.r.t. 7, and let = € (27)*. Applying
the definition of k-round symmetry to y = 7~ !(x) shows that there exists ' < 7(y) such that
(T (y)) < T (). Since 7(y) = = we get that 2’ < x and 7(T (7~ 1(x))) < T(z'). By the above,
T™(x) = (T (7" 1(x))), so we have T™(x) < z'.

For the second direction, assume 7™ <3 7, and let € (27)*. Applying the defini-
tion of round simulation to z = 7(x), there exists &’ < z such that 77(z) < T(z). Thus,
(T (m~(2))) < T(2'), but 771(2) = x, so we get 7(T(z)) < T(2'), and we are done. <

Closure under composition. In order to deal with the general problem of symmetry under
all permutations, one could naively check for symmetry against each of the m! permutations.

We show, however, that the definition above is closed under composition of permutations.
» Lemma 6.4. Consider two permutations w,x. If T™ <x T and TX < T then T™X <, T.

Proof. Using the first definition of round symmetry, let 2 € (27)*, then there exists 2’ =<; 7(x)
such that T (z') =g m(T (x)). Moreover, there exists x” =<y x(z') < x(7(x)) such that T (z") =4
X(T(2") =k x(7(T (x))), and we are done. <

Recall that the group of all permutations of P is generated by two permutations: the trans-
position (1 2) and the cycle (1 2 --- m) [Cam*99]. By Lemma 6.4 it is sufficient to check
symmetry for these two generators in order to obtain symmetry for every permutation. Note
that for the existential variant of the problem, even if every permutation requires a different
k, by taking the product of the different values we conclude that there is a uniform k for all

permutations. We thus have the following.

» Theorem 6.5. Both fized and existential round symmetry are decidable. Moreover, fixed round
symmetry is in PSPACE.

Finally, the reader may notice that our definition of round symmetry w.r.t. 7 is not sym-
metric, as was the case with round simulation compared to round equivalence. However, when
we consider round symmetry w.r.t. to all permutations, the definition becomes inherently sym-

metric, as a consequence of Lemma 6.4.
» Lemma 6.6. In the notations above, if T™ < T then T <y T".
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Proof. Recall that for every permutation 7 we have 7™ = id, where id is the identity permu-

tation. In particular, 7™~ = 7~ 1.
By Lemma 6.4, we now have that if 77 < T, then 77" <, T, s0 7™ ' < T. Applying

7 to both sides gives us T < T™. <

Thus, for symmetry, the notions of round simulation and round equivalence coincide.
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Chapter 7
The Simulation Mapping

The definition of round simulation in Chapter 3 consists of existential statements: it considers the
existence of words x’ that satisfy the requirement of round simulation. However, our framework
lacks an additional feature — we settle for 2’ to ezist, but that does not mean we can actually
compute it. In some cases, being able to calculate it is beneficial; in other cases, it is necessary.

Computing 2’ has several benefits. Consider the monitor from Example 1.1. We have
modelled it by a transducer 77 and presented a simpler transducer 72 that round simulated
T1, which allowed us then to verify a desired property on M against the much smaller 7s: “if
there is no error, then Process 3 works at least once every 20 steps”. The way the verification
is performed under simulation is by rewriting the property in a way that exploits the simpler
behaviour of 75. For instance, since we know that 75 expects to see the requests in the order of
the process IDs, then in particular in the case of no error, in every round of length 10 the third
letter must be {3}. Then we can rewrite the property in terms of 75 in the following manner: “if
there is no error, then for all n € N, the input must have {3} in one of the indices 20n + 3 and
20n + 13”7. An algorithm could then be designed to verify this more specific property. Observe
that to rewrite the property we needed some insight on the behaviour of 7Ts; specifically, we had
to know the structure of 2’ for any input = that satisfies the premise of the property.

We showed an example of a case where we need be able to calculate 2’ for verification of
properties. Generally, being able to compute z’ has the additional benefit of explainability: it
allows us to give a solid reason for the verification result. For instance, if some property does
not hold for z, a developer might want to get insight by computing the run of 75 on 2/, instead
of the possibly much more expensive computation of the run of 77 on x. It turns out that, in
the general sense, calculating z’ is not a simple task.

Consider two transducers 771 and 73 such that 77 < 72, and an input word x € (E’}>* This
means, by definition, that there is a way to permute the rounds in z to obtain a word z’ such
that 73(2’) is a permutation of 7;(z). Consider then a mapping ¢7; 7; : © — 2’ that maps every
input word z to a corresponding round equivalent word 2’ (and we drop the subscript when the
transducers are clear from context). We call this a simulation mapping between T; and Tz. In
this section we study this mapping and present some properties that it does or does not satisfy.

We begin with an example.
» Example 7.1. Consider the transducers 77 and 75 depicted in Figure 7.1, with input and

31



output alphabets ¥ = {a,b} and Xp = {0,1}. 77 expects to see either ab or ba in every round,
outputting 00 in both cases, and otherwise outputs 01 in that round. 75 expects the first round
to be ab and the second to be ba, otherwise outputs 01 in the round not meeting expectations;
and beginning from the third round, it behaves like 77. We have that 71 <2 75 by a permutation
that corrects the order of the letters in the first two rounds of the input. Moreover, we have
Y(ab) = ¥(ba) = ab whereas ¢ (abba) = abba # 1(ab) - ¥ (ba).

Figure 7.1: The transducers 77 (left) and 73 (right) in Example 7.1. The states of 75 in red,
green and blue manage the first, second and later rounds, respectively.

Example 7.1 shows that 1 is not a homomorphism: it does not satisfy ¥ (zxy) = ¥(x)¥(y).
Next, we show that ¢ cannot be described by a look-ahead machine, i.e. one that reads a

“compound” of rounds in every step.

» Example 7.2. Set A = L[ab- (cc)* - (ab+ ba)] and k = 2, and let 71 and Tz be the transducers
in Figure 7.2, satisfying 71 <j o 72. Denote the simulation mapping by 9" : (Bkyx — (Zhyx.

Start start

OO OO0
020 & ”\b

CL 5 a

Figure 7.2: The transducers 77 (left) and 72 (right) in Example 7.2.

We claim that for any r, there is no look-ahead machine that defines a function 1, : (X7%)* —
(X7%)* such that ¢*(z) = () for all input words z.

Indeed, let » € N, and assume by way of contradiction that such ), exists. Now consider
the input word = = ab- ¢"™*~2. 4, () must start with either ab or ba. Without loss of generality,
assume the former, and consider the input word z’ := z - ba - ¢"*~2. Since 1, works on r rounds
each time, the first r rounds are fixed when it reads the (r+ 1)-th round. Moreover, since v, (z')
must induce a valid path in 7Tz, the only option for the (r + 1)-th round of v, (z’) is ab. Hence,
the output of 71 on 2’ is different from the output of T2 on ¥ (z'), and we have a contradiction.

In Example 7.2, we used the definition of round simulation with restriction; however, it is

indeed possible to get rid of the restriction language A — it was kept for clarity. Moreover, the
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example uses a round length of k¥ = 3, but it can be extended to any round length £ > 0 in a
similar manner.

We showed that a look-ahead of r rounds does not suffice for any r. Moreover, a sliding-
window variation of the look-ahead model, in which at any given round the machine can read
r — 1 additional rounds in the future, would not give any additional benefit either; in fact, the
same pair of transducers in Example 7.2 show that it is generally impossible to determine the
output of the first round without knowing the entire input.

Currently, the best algorithm we have for computing v is straight-forward: for an input =z,
we iterate over all round equivalent words =’ <j x and check for satisfaction of T7(x) =i T2(2').
Since the length of inputs is unlimited, this algorithm can only be modelled by a Turing machine.

The question of whether 1) can be defined by a simpler finite-state model remains open.
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Chapter 8

Additional Notions of Symmetry and

Simulation

8.1 Variations of Round Symmetry and Round Simulation

Recall from Chapter 2 that y is a permutation of z if their Parikh images are equal: B(z) = B(y).
Furthermore, two words x and y are round equivalent, denoted by = = y, when every round in
y is a permutation of the same round in z. Notice that the rounds need not be permuted in the
same manner; the i-th round is permuted by a possibly distinct 7; : [k] — [k] (a permutation of
indices). When, however, all permutations coincide, i.e. 71 = 79 = ---, then we say that z and
y are uniformly round equivalent and denote by x =<} y.

In round symmetry described in Chapter 6, we were given a transducer 7 and we checked
whether for every input x there exists 2’ =j x such that 7(7 (x)) =< T(2'). One could require
instead that the equivalence between the two pairs of words be uniform. We call the variation
of symmetry under this constraint uniform round symmetry. Formally, a 27 /27 transducer T
is uniformly k-round symmetric if for every permutation 7 of P (a permutation of signals) and
input z, there exists «’ <} = such that =(7 (z)) <} T (z’). Note that the uniform permutation

between x and 2’ is not necessarily identical to that between 7(7 (z)) and T (z).

» Example 8.1 (Round Robin). Consider the RR scheduler for n processes, shown to be n-round
symmetric in Example 6.1. Recall that in the proof of its symmetry when the permutation m was
applied to the signals, we had to change the order of handling the requests such that it matched
the new order of received requests: given input z, for the i-th round b1b - - - by, of w(x) (the input
under permutation ) we set the corresponding round in z’ to br-1(1)br-1(2) "+ br-1(p). Since
the same permutation m was applied for all rounds of the input z, the permutation by which
the rounds of x’ were obtained was identical for all rounds. It follows that RR exhibits uniform

round symmetry.

Dually, a weaker notion of symmetry than round symmetry is what we call Parikh round
symmetry: keeping in mind that the letters in process transducers are subsets of process identities
in P, a permutation in Parikh round symmetry can not only move letters but also signals, as
long as every i € P appears the same number of times in the round as originally. For example,
if P ={1,2,3} then ¥; = 27 and the round {1,2}{3}0) € (3;)* can be permuted to #{2,3}{1}
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by moving the signal 2 from the first letter to the second, and the signal 1 to the third. To state
this formally, we first need to expand our terminology a step further.

Let P = {1,...,n}. For a word 2 = z1...2; € (2F)k, define #(x,i) = [{j|i€ x;}|
to be the number of occurrences of ¢ in x. Then, we define the Parikh image w.r.t. P of z
as Pp(x) = (#(z,1),...,#(x,n)) € N?. If it holds that Pp(x) = Pp(y), we say that y is a
signal permutation of x. Furthermore, for words z,y € ((QP)k)*, if every round of y is a signal
permutation of the same round in x, we say that x and y are Parikh round equivalent and write
z =P y.

Following this, we formally call a 27 /27 transducer T Parikh k-round symmetric if for every
permutation 7 of P (a permutation of signals) and input z, there exists 2/ =¥ x such that
(T (z)) <b T ().

The original notion of round symmetry described in Chapter 6 is hereby called symbol-
wise round symmetry, reflecting the permutation over symbols (as opposed to signals) between
rounds. The original relation of equivalence for words is correspondingly called symbol-wise

round equivalence.

» Example 8.2 (Parikh symmetry does not imply symbol-wise symmetry). Set # = (0 1) and
let £ € N and m > 3. We construct a transducer that is Parikh k-round symmetric, but not
symbol-wise k’-round symmetric for any &’.

Consider the 2% /2P transducer T = <27D, 2P S, s0, 5,€> depicted in Figure 8.1, where P =
[m] ={0,--- ,m —1}.

2/ @“’2} )

q0
%,
by 0
! @@ ) {1} )
%o

E] m E]
0 )
U]\, —1 k

Figure 8.1: 7 exhibits Parikh, but not symbol-wise, round symmetry (see Example 8.2).
Observe that every round starts at gg. There are three possible forms for the output of each
round depending on the input, as summarized in Table 8.1.

Table 8.1: The inputs and their corresponding outputs in 7 of Example 8.2.

Input Output

{0}o2---op1{1,2} | 0¥ {0}
{1,2}02 -0y {0} | O*'{1}

else &

We first show that 7 is Parikh round symmetric. Let x be an input word and 7 a permutation

of P. Like in Chapter 6, 7(z) is the word obtained from = by permuting every signal according
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to m. If x is of one of the first two forms in Table 8.1, then by moving the signal 2 € P (fixed in
7) between the first and last letters, we get 2’ <P m(x) such that T'(z") <P =(T(z)), as desired.
Now assume z is of some other form, having the output @¥. If 2 € P appears in both the first
and last letters, or it appears in neither, then set 2/ = 7(z); otherwise, move the signal 2 to the
other letter, and the output will remain (*. Thus, 7 is Parikh round symmetric.

On the other hand, 7 is not symbol-wise &’-round symmetric for any & > 0. To see this,
take the input z = {0}*~1. {1,2} - ¥*=* We have |z| = K’k which is divisible by &', T (z) =
PF=1.{0}-0*F=F_ Tt holds that m(x) = {1}*~1.{0,2}-0*** which contains neither the letter {0}
nor {1,2}. Thus, regardless of how we permute 7(z) to obtain 2/, the output of any z’ <% 7(x)
@k’k

is always , which is not a permutation of 7 (x).

Three types of round equivalence for words have been presented in total, and each of them was
used to define a variation of round symmetry: Parikh, symbol-wise and uniform. Collectively,
we call them the modes of permutation and define MOP = {p, s,u}, where p, s and u stand for
Parikh, symbol-wise and uniform. In the remainder of this section, we extend the definitions to

round simulation and consider how these three modes relate to each other.

Extension to round simulation. Similarly to symmetry, round simulation can also be ex-
tended to variations of its original notion described in Chapter 3. As an example, consider RR
for three processes. Let 7o and 7T; be two copies of RR with different initial states (cf. Ex-
ample 3.2): Ty first considers requests from signal 0, whereas 77 from signal 1. Example 3.2
established that 7o <x 71. In fact, the permutation of indices 7 = (0 1 2) is the only permutation
used in the simulation: by permuting the rounds of x according to 7, one obtains ' such that
all rounds of 77(z’) are obtained from those of Tg(x) by applying 7. In other words, for every
input z, there exists 2’ <} x such that To(x) <} Ti(2’). It follows that a notion of uniformity in
round simulation is exhibited; that is, the uniform mode of permutation u € MOP can be used
to measure equivalence of words in round simulation, just as it has been for round symmetry.

Formally, we say a transducer 77 is (u,u, k)-round simulated by 7Ts if for every input x there
exists #’ <} x such that 7;(x) <} 7T2(2") (and the reason behind the double appearance of u will
be clear in what follows).

As we would expect, round simulation can similarly be extended for the remaining mode
of permutation, p € MOP. However, we can also measure the equivalence of the input and
the output words according to different symmetry notions, thereby combining two symmetry
notions. For this end, we say a transducer Ty is (9,7, k)-round simulated by Tz if for any input
word xz, there exists 2/ <] z such that T3(z') XZI Ti(xz). When this holds between 77 and Tz,
we denote this by Ty <Zﬂ7' T2 (for simplicity, we do not consider restriction languages in this
section).

We go a step further and define a partial order on the set of all types of round simulation
according to this definition, i.e. the set MOP% := { (n, 7', k) | n,7' € MOP } for a fixed k > 0.
The meaning of the order between two types of simulation is aimed to be implication in the
following sense: if (n,n', k) < (u,/, k), then Ty <’,:’“/ 75 implies T; —<Z7”l T5. Before defining the
order on MOP%, we begin with defining an order on MOP as such: p < s <u. Here, too, the

meaning is implication, as established by the following lemma.
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» Lemma 8.3. Let x,y be words over ¥. For any k > 0 and n,u € MOP such that n < p, if

H N
x =< y then x < y.

Intuitively, this is because if uniform equivalence holds between words, then in particular,
symbol-wise equivalence holds too by a simple observation of the definitions; and if symbol-wise
equivalence holds between x and y, this means y is a permutation and, in particular, a signal
permutation of x.

Following this, we can now define the order on MOP? to be the product order of two copies
of MOP: (n,n',k) < {(u,p/,k) if both n < p and ' < p/. In fact, MOP defines a lattice,
and MOP? (upon fixing k and ignoring the third coordinate) is the lattice obtained from the
product of two copies of MOP. It is not difficult to see from the definition that the following
holds too.

» Lemma 8.4. Let 71 and Tz be transducers. For any n,n',u, ' € MOP such that (n,n', k) <
(u, o' ), if T <Z’“/ T2 then Ty %Z’"/ Ts.

We furthermore show that these implications are strict.

» Example 8.5. Recall the transducer 7 from Example 8.2, and consider the transducer 7™
obtained from 7 by permuting both the input and the output by 7 as in Chapter 6. We have
shown that T is Parikh round symmetric. By a reasoning analogous to the transition from
symmetry to simulation as per Chapter 6, this gives 7 <" 7. However, it does not hold that
T <3® T™: for the input = := {0}o2 - - 03_1{1,2} having output y := @¥~1{0} (cf. Table 8.1),
any permutation z’ <3 = will lead to an output of Ok Py. Thus T AP 7™ (and in particular,
T £7° T™ so T is not symbol-wise symmetric). In the general sense, we conclude that 71 <P 75
does not imply 77 < T5.

Example 8.5 establishes the gap! (p,p, k) < (s,p, k), illustrated in Figure 8.2. In order to
establish the gap (p,p, k) < (p, s, k), we use a different pair of transducers. As for the first gap,
we use a process-symmetric approach: we define one transducer 7 and choose 7; and 72 to be

T and T™.
(

=
=
z

(s, s, k)
Figure 8.2: A Hasse diagram for a subset of the partial order on MOP% (a — [ implies

a < ). We show that all ordered pairs are strict.

» Example 8.6. Consider the transducer 7 in Figure 8.3, whose round-by-round behaviour can

once more be summarized in a table (see Table 8.2). T is Parikh round symmetric: for an input

nequality clearly holds between the two tuples. However, we use the notation of equality (and strict inequal-
ity) between elements in MOP? to mean the implication of round simulation (or lack of it) between these types,

as in Lemma 8.4.
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x, choose 2’ = 7(x). It is not difficult to show that 7 (z') =<t 7(7 (z)) by considering the possible
forms of = according to Table 8.2. To see that 7 £}"° 7™, consider the word « = {0}00). The
output of 7 on x is {0}0{2}. Any round equivalent word z’ of x either starts with {1} or ), the
respective outputs being either {1,2}00 or (3. In all cases, we have T'(2) #£5 T™(x).

q0

Figure 8.3: The transducer 7 for Example 8.6. The transitions ¢ € o and 7 ¢ ¢ mean all
letters from X7 that, respectively, contain or do not contain 4.

Table 8.2: The inputs and their corresponding outputs in 7 of Example 8.6.

Input Output

{0}2¢0)o | {0}0{2}

{0}(2ea)o | {0}{2}0

{1,2}(2€0)0 | {1}0{2}

{1,2}(2¢ 0)o | {1{2}0

{0,2}00 {0,2}00

{1}oc {1,2}00
else 000

The transducers used in Examples 8.5 and 8.6 have established two gaps from Figure 8.2. In
fact, these same transducers can be used to establish the remaining two gaps as well, as follows.
The transducer 7 in Example 8.5 satisfies (p, s, k)-round simulation with its corresponding
T7™; indeed, observe that the output labels are either singleton sets or empty sets, so that a
signal permutation of the output is equivalent to permuting the letters. The transducer T
in Example 8.6 satisfies (s, p, k)-round simulation with its corresponding 7™, which is inferred
from the choice of 2/ = 7(x), satisfying in particular 2’ =<° 7(x). However, neither of the two
satisfy (s, s, k)-round simulation, since they are not symbol-wise round symmetric. This finishes
the proof of strictness of the gaps illustrated in Figure 8.2.

The full Hasse diagram of the partial order on MOP% is illustrated in Figure 8.4. We believe

that elements in the same row are not comparable and, as in the sub-diagram in Figure 8.2,
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all implications are strict. We conclude our contribution for this section by presenting some

transducers that aid us in the proof of strictness, all being variants of RR:

1. RR that expects all requests in the beginning of every round, but outputs like the original
(e.g. {0,2}{1}{1} would output {0}(@{2}), modelled by T;.

2. RR that expects input as in the original, but outputs all grants in the end of the round
(e.g. {0,2}{1}{1} would output #0{0,1}), modelled by 75.

3. RR such that every other round begins by considering requests of Process 1 before Process
0 (e.g. {0}{1}0-{0}{1}0 would output {0}00 - #{1}0), modelled by T3.

Denote by T the transducer for RR. It is not difficult to see that 73 <P* T but T3 £3* T; that
To <P T but To A%° T; and that T3 <%° T but T3 A" T and T3 £»° T.

(p,p, k)
VRN
(p, 5, k) (s,p, k)
SN SN
<p,u,k> <3757k> (u,p,k)
N SN S
(s,u, k) (u, s, k)
NS
(u, u, k)

Figure 8.4: A complete Hasse diagram for the partial order on MOP% (o — (3 implies a < f3).

Finally, Example B.1 presents a pair of transducers 7; and 75 such that 7y <§’p T> and
T1 <5® T3, but Ti A5° Ts. This proves that although (s, s, k)-round simulation implies both

(p,s, k) and (s, p, k)-round simulation, the inverse does not hold.

8.2 Symmetry over Infinite Words

So far we have dealt with finite words. However, the setting of infinite words is common in
formal verification; it arises naturally in ongoing processes, e.g., elevator controllers, operating
systems, etc.

For modelling systems over infinite words, the same model of transducers could be used.
Indeed, recall that according to our definition of a transducer in Chapter 2, the output is a word
obtained by concatenating labels of the states. This definition extends seamlessly for infinite
words, where for an infinite input = € (X;)¥ the output is also infinite, 7 (z) € (£0)%.

Consider therefore a 27 /29 transducer over infinite words 7~ = <2I .29.Q, q0, 6, £> with input
and output signals I = {iy,...,it} and O = {o1,...,0r}. We say that T is ultimately symmetric
if for every permutation 7 € Sy, and for every x € (27)% there exists k > 0 such that 7 (7(z))[k :
oo] = (T (x))[k : oo]. That is, for every word z, apart from some finite prefix, the output of 7
on m(z) is identical to the permuted output 7(7 (x)). We say that T is ultimately symmetric
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w.r.t. 7w if the above holds for a certain permutation 7. The main result of this section is the

following.

» Theorem 8.7. The problem of deciding whether a transducer T is ultimately symmetric w.r.t.

w can be solved in polynomial time.

To prove this, we first need to define an additional tool.

A deterministic co-Biichi automaton over words (DCW) is a tuple C = (X, Q, qo, I, &) where
Y, @, qo and ¢ are defined just as in an NFA (c.f. Chapter 2), a C @ and a run r of an infinite
word w € X¥ is accepting if the states appearing infinitely many times in r are elements in «;
i.e. inf(r) C a. If the run of C on a word w is accepting, we say that C accepts w, and all words
accepted by C comprise the language of C, denoted by L(C).

The condition on an accepting run in a DCW is only one among several acceptance conditions
that could be chosen for automata over infinite words. We refer the reader to [Bok18] for a
detailed survey of the most common types and the motivation for introducing them.

Armed with the definition of DCW, we are now ready to prove the theorem.

Proof of Theorem 8.7. Let 7 = <21, 20.Q, qo, 5,e>. We obtain from 7 and 7 a DCW Cr, =
<Q x Q,2% (q0,q0), s a> as follows. Intuitively, C7 . simulates two copies of 7 where the second

copy is permuted by 7, i.e. when seeing input o € 27 it simulates the transition of 7 with (o).
Then, each state (g, 7) is marked as accepting if the permuted labelling of ¢ is the same as the
labelling of r. We then show that C accepts a word x € (27) iff there exists & > 0 such that
T (m(z))[k : 00] = m(T (x))[k : o0], so all that remains is to decide whether L(C) = (21)*, which
can be done in polynomial time.

Formally, we define the components of C7 . as such: o = {(s,t) | 7(€(s)) = £(t)} and
w((s,t), Iy = (8(s, I'),6(t,m(I'))). Observe that for an input = € (2/)“, we have that C(z) =
(T (z), T (n(z))). Denote by r¢ , the run of C on x. Then, it holds that € L(C) iff inf(r¢ ,) C a,
iff at some point all states in r¢ , are in «; i.e. iff there exists k > 0 such that r¢ [k : 0o] € a*.
But this is equivalent to saying there exists k > 0 such that = (7 (z))[k : oo] = T (w(x))[k : o0].

The required result follows. <

It is not difficult to show that ultimate symmetry, like round symmetry, is closed under
composition of permutations: if 7T is ultimately symmetric w.r.t. permutations = and x then
it is also ultimately symmetric w.r.t. 7o x. Again relying on the fact that the group Si of
all permutations is generated by two permutations [Cam™99], it follows that the problem of

deciding ultimate symmetry is in P.
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Chapter 9
Conclusion and Open Questions

In this work, we introduced round simulation and provided decision procedures and lower bounds
(some with remaining gaps) for the related algorithmic problems.

Round simulation, and in particular its application to round symmetry, is only an instantia-
tion of a more general framework of symmetry, by which we measure the stability of transducers
under local changes to the input. In particular, there is place for additional notions of sym-
metry and simulation to be studied, and the existing ones extended. Some such variants were
presented and discussed in Section 8.1. An additional possibly interesting notion of simulation
is window simulation, where we use a sliding window of size k instead of disjoint k-rounds as in
round simulation. In addition, the setting of infinite words is of interest. Beside the notion of
ultimate simulation presented in Section 8.2, a possible future direction is to define an analogous
symmetry for the probabilistic setting, where state transitions are equipped with probabilities
and every input leads to some probability distribution over the state space [Alm20]. Finally,
other types of transducers may also require variants of simulation, such as streaming-string
transducers [Alul0].

Beside extending the study of the different notions of symmetry, a few gaps have remained
open along the way of this study. In terms of complexity bounds for the existential case,
can we do better than the 5-EXP bound in Remark 5.97 Furthermore, regarding the simulation
mapping from Chapter 7 that maps every input word to a corresponding word for the simulating
transducer, can we find a sub-Turing model that defines it? Here, too, other models might
help. For this end, a possible direction is looking into streaming-string transducers and bi-
machines [MP19].
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Appendix A

PSPACE Hardness

» Lemma A.1. Universality of NFAs over alphabet ¥ = {0,1}, where all states are accepting,

and the degree of nondeterminism is at most 2, is PSPACE-complete.

Proof. In [KRS09], it is shown that universality of NFAs remains PSPACE-complete even for
NFAs over alphabet ¥ = {0,1} and all states accepting. Thus, we only need to show that this
remains the case under the restriction that |0(q,o)| < 2 for every state ¢ and letter o.

To see this, we start by observing that universality remains PSPACE-complete for NFAs
over alphabet {0,1,$} with nondeterminism degree at most 2. Indeed, given an NFA over
{0,1} with maximal nondeterminism degree d > 2, we can replace each transition of the form?
0(q,0) = {q1,...,qq} with a binary tree of depth [logd], reading $ on all transitions, which
starts at ¢ and ends in ¢1,...,qq. Thus, we introduce at most d states for every transition.
By marking these states as accepting, this reduction maintains universality, and requires a
polynomial blowup.

Next, we observe that the reductions in [KRS09, Lemma 2] first transform an NFA over
alphabet size k to an NFA over alphabet size k + 1 with all states accepting and with identical
nondeterminism degree (indeed, the only added transitions are in fact deterministic), and then
transforms an NFA with all states accepting and alphabet size 4 to an NFA with all states
accepting and alphabet size 2, with an equal nondeterminism degree (essentially by encoding
each of the 4 letters as two letters in {0, 1}).

Since we start this chain of reductions with an NFA of nondeterminism degree at most 2, we

maintain this property throughout the proof. <

A.1 Proof of Theorem 4.7

We show a reduction from the universality problem for NFAs over alphabet {0,1} where all
states are accepting and the degree of nondeterminism is at most 2, to round-equivalence with
k = 2 and with A given as a DFA of constant size. The former is shown to be PSPACE-hard
in Lemma A.1.

Consider an NFA NV = (@, {0, 1}, 0, qo, Q) where |5(q,0)| < 2 for every g € Q and o € {0,1}.
We construct two transducers 77 and 73 over input and output alphabets ¥; = {a,b,c,d} and

"'We can assume all transitions have degree exactly d by adding redundant transitions

45



Yo ={T,L} and A C 37}, such that L(N) = {0,1}* iff T1 =5 Ta.

Set A = (ab+ cd)* (described as a 4-state DFA). Intuitively, our reduction encodes {0,1}
into {a,b,c,d}? by setting 0 to correspond to ab and to ba, and 1 to c¢d and to de. Then, T;
keeps outputting T for all inputs in A, thus mimicking “accepting” every word in {0,1}*. We
then construct 73 so that every nondeterministic transition of N on e.g., 0 is replaced by two
deterministic branches on ab and on ba. Hence, when we are allowed to permute ab and ba by

round equivalence, we capture the nondeterminism of N.

a,b,c a,c,d

Figure A.2: Every state and its 4 transitions in A/ (left)
Figure A.1: The transducer  tyry into 8 transitions in 75 (right). All transitions not drawn
71 in the proof of Theorem 4.7. iy the right figure lead to g, a sink state labelled L.

We now proceed to define the reduction formally. We construct 77 independently of A/, as
depicted in Figure A.1, containing 4 states. For every z € A we have T;(z) = T!*|, and for every
other ¢ A we have Ti(z) = T™LI*I=™ where m is the length of the maximal prefix of z in
(ab+ cd)*(a + ¢+ €).

We proceed to construct 73. We can think of the outgoing transitions from every state q as
8(q,0) = {g%°,¢%'} and 6(q,1) = {¢"°,¢"'} (unless N has no outgoing transitions on one of
the letters, see below). We obtain T3 from N by introducing 4 new states qq, gs, g, gq for every
state ¢ € @, and setting the transitions and labels as depicted in Figure A.2. In case N does
not have a transition on e.g., 0 from ¢, then instead of going to g, or ¢, we proceed to a new
state ¢ labelled 1, which is a sink state. In addition, ¢ is reached upon any transition not yet
defined. Observe that for every = € A we have To(z) = T™LI*I=™ for some 0 < m < |z| (since
q1 is a sink).

We now claim that L(N) = {0,1}* iff T; =5 o T2. For the first direction, assume L(N) =
{0,1}*. Observe that T2 <9 o 71 independently: for every x € (ab + cd)*, denote Ta(x) =
T™ L 1#I=™ then we can construct 2’ <o  such that 77(z’) = T™ LI~ by leaving  unchanged
m steps, and then permuting the letters such that the run of 73 moves to the sink labelled L
(indeed, observe that m must be even by the construction of 73, and hence 77 can permute e.g.,
ab to ba in order to start outputting L on an even step).

Next, we show that 73 <o 72. Consider x € (ab + cd)*, so that Ti(x) = TI*|, and let
w € {0,1}* be the word obtained from x by identifying ab with 0 and ¢d with 1. Since L(N) =
{0,1}*, there exists a run (and hence an accepting run) of ' on w, denoted sg, s1,...,S,. We
now obtain x” <5 x by identifying each letter 0 in = with either ab or ba, and each letter 1 with
cd or de, such that the run of 73 on z” simulates the run of A on w. Thus, T3(z”) = T!*"l, and
Ta(2") =2 T1(z), so we are done.

Conversely, if Ti =55 T2, then in particular 73 <24 T2. We claim that L(N) = {0,1}*.
Consider w € {0,1}*. Dually to the above, we obtain from w a word = € (ab + cd)* by
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identifying 0 with ab and 1 with cd, so that 7;(z) = T1?l. Since T <9.A T2, there exists 2’ =< x
such that T3(2') = T1#l. Observe that 2/ must be obtained from z by (possibly) changing each ab
to ba and each cd to de. In particular, the run of 75 on z’ induces a run of A/ on w by identifying
both ab and ba as 0 and both ¢d and dec as 1. This gives w € L(N), so L(N) = {0,1}*, which

concludes the proof. <

A.2 Proof of Theorem 5.10

In order to show that existential round equivalence is PSPACE-hard, we build upon the reduc-
tion in the proof of Theorem 4.7: we again show a reduction from the universality problem for
NFAs over alphabet {0,1} where all states are accepting and the degree of nondeterminism is
at most 2 (cf. Lemma A.1).

Consider an NFA N = (Q,{0,1}, 4, qo, Q) where |§(q,0)| < 2 for every ¢ € Q and o € {0,1}.
We construct two transducers 71 and 7o over input and output alphabets ¥; = {a,b,c,d, #}
and Yo = {T, L} and A C 37}, such that L(N) = {0,1}* iff 71 =35 Ta.

Intuitively, the idea is to use a similar encoding of {0,1} in {a, b, ¢, d} whereby 0 corresponds
to either ab or ba and 1 to cd or dc. Now, however, since k is not fixed to 2, we also allow
arbitrary padding with sequences of #+.

Set A = (ab + cd + ##)* (given as a 5 state DFA). We construct 7; and 73 similarly to
the proof of Theorem 4.7, by adding self-cycles of length 2 upon reading ##, from every state
except the sink ¢, . See Figures A.3 and A.4 for an illustration.

d
Cc # # a
b,d a,b,c,d
a,b,c,# @ a,c,d,#

Figure A.3: The transducer 77 in the proof of Theorem 5.10.

dc

qa
rOLE, @ DD
#

N>

Figure A.4: Every state and its 4 transitions in A/ (left) turn into 10 transitions in 73 (right).
All transitions not drawn in the right figure lead to ¢, a sink state labelled L.

We claim that L(N) = {0,1}* iff there exists k& > 0 such that 7y = T2. For the first
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direction, assume L(N) = {0,1}*, then we can show that 7; =, 72 by following the proof
of Theorem 4.7 line for line, with the addition that blocks of the form #+# leave the state of
both 77 and 75 unchanged.

For the converse direction, assume 71 =3 A 72, and in fact we only assume 7; <z T2 for
some k > 0. We further assume w.l.o.g. that k is even, otherwise we can just take 2k (since we
also have T; <oxA T2).

Consider w € {0,1}*. We obtain from w a word = € (ab + cd + ##)* by identifying 0 with
ab#*72 and 1 with ed#*~2. Observe that Ti(z) = Tl and that z is indeed a k-round word in
A, with each round being either ab#*~2 or cd#F2.

Since T1 <g,a T2, there exists 2/ =, x such that Ta(a') = Tlel. Observe that 2/ must be
obtained from x by (possibly) changing each ab to ba and each cd to dc, and by shifting the
location of this pair within the # symbols. Indeed, otherwise the run of 73 on 2’ ends in ¢, . In
particular, the run of 75 on z’ induces a run of N on w by identifying both ab and ba as 0 and
both ¢d and de as 1. Thus, w € L(N), so L(N) = {0,1}*, and the proof is concluded. <
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Appendix B

Variations of Round Simulation

» Example B.1. The transducers in Figure B.1 satisfy 71 <5* 73 and 7; <5° T3. This is proven
in Table B.1, which considers all possible forms of each round and gives round equivalent words

2% <5 x and 2P <5 x that satisfy the requirements of the definitions.

start —

start —( 4o q0

q0

q0

Figure B.1: Transducers 71 (up) and 72 (down) in Example B.1, satisfying 7; <5° 75 and
T <§’s T2, but Ty ;,s T5. See Table B.1 for a table summarizing the possible inputs and
outputs for 7.

However, T; 43 Tz for any k' > 0. Indeed, consider the word = = {0, 1}(* ~! having output
T (x) = 0{0,1}0* 2. For T to output the letter {0,1}, it must see one of the input letters {0}
and {1}, since the only state labelled {0, 1} has two incoming transitions with {0} and {1}. But
any z' <3, z will not contain the letters {0} and {1}, so Ti(x) %5, Ta(2'). Therefore T; A3° Ta.
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Table B.1: A table summarizing the outputs of transducer 77 in Example B.1 on words z
of length 2, and round equivalent words z® and zP that satisfy the requirement of z’ in the

definition of 71 <5* 72 and T1 <5° Ts.

T Ti(x) | 2® : Ta(a®) =5 Ti(z) | Ta(z®) | 2P : To(aP) <5 Ti(z) | Ta(aP)

00 0{0} 00 {0}0 00 {0}0
{0} 0{0} {0} {0}0 0{0} {0}0
0{1} 0{0} 0{1} {010 0{1} {0}0
0{0,1} | 0{0,1} 0{0,1} {0H{1} {0H{1} 0{0,1}
{010 0{0} {0}0 {0} {0}0 {0}
{0}{0} 0{0} {0}{0} 0{0} {0}{0} {0}
{0H{1} | 0{0,1} {0H{1} 0{0,1} {0H{1} 0{0,1}
{0H{0,1} | 0{0} {0}{0, 1} {0} {0}{0,1} {0}
(130 0{0} (130 0{0} (130 0{0}
{1H{o} | 0{0,1} {1}{0} 0{0,1} {1}{0} 0{0,1}
{1H{1} 0{0} {1H{1} {0} {1H{1} {0}
{11{0,1} | 0{0} {1}1{0,1} 0{0} {1+{0,1} {0}
{0,110 | 0{0,1} {0,130 {0H{1} {0H{1} 0{0,1}
{0,1:{0} | 0{0} {0,1H{0} {0}0 {0,1H{0} {0}0
{0,1{1} | 0{0} {0,1H{1} {0}0 {0,1H{1} {0}0
{0,1}{0,1} | 0{0} {0,1}{0,1} {0}0 {0,1}{0,1} {0}0
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